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Abstract We present a hybrid algorithm that combines a genetic algorithm with the
Barzilai–Borwein gradient method. Under specific assumptions the new method guaran-
tees the convergence to a stationary point of a continuously differentiable function, from
any arbitrary initial point. Our preliminary numerical results indicate that the new methodol-
ogy finds efficiently and frequently the global minimum, in comparison with the globalized
Barzilai–Borwein method and the genetic algorithm of the Toolbox of Genetic Algorithms
of MatLab.
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1 Introduction

We consider the unconstrained minimization problem

min
x∈Rn

f (x), (1)

where f : R
n → R is a continuously differentiable function defined on R

n .
Problem (1) is frequently solved using iterative methods (e.g., Newton’s method, Quasi-

Newton methods, gradient methods) that generate an approximate solution at each iteration.
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Another approach that can be used is the family of direct search methods (e.g., Nelder–Mead
method [51]).

The Barzilai–Borwein (BB) method [2] is a gradient method that uses a very special step
length. Concretely, the BB method for problem (1) is defined by

xk+1 = xk − 1

αk
∇ f (xk), (2)

where ∇ f (xk) is the gradient vector of f at xk and the scalar αk , called the spectral step
length, is given by

αk = sT
k−1 yk−1

sT
k−1sk−1

, (3)

where sk−1 = xk − xk−1 and yk−1 = ∇ f (xk) − ∇ f (xk−1).
When f is a strictly convex quadratic, Raydan [53] demonstrates that BB converges to the

solution of (1), and when f is an arbitrary function, Raydan [54] incorporates a globalization
strategy to BB that allows the convergence to a local minimum of f , starting from any initial
point x0. This way, Raydan [54] builds the Global Barzilai–Borwein (GBB) method (see
Raydan [54, p. 28]).

The structure of iteration (2) is very attractive, especially when one deals with large-scale
problems. Each iteration only needs the evaluation of ∇ f (xk) and some additional floating
point operations which are linear in terms of n. By its simplicity and easy implementation,
BB is an efficient method for large-scale minimization that has been satisfactorily used in
many applications [5,6,8,18,21,38–40,50,58]. Additional theoretical properties have been
recently studied [24–31,35,36].

There are variations of BB method for solving systems of nonlinear equations [45–47],
that have competed favorably with the Newton-Krylov schemes [3,16,17]. Also the projected
version of BB (Spectral Projected Gradient method [11–13]) has been intensively used in
applications of great interest [1,4,7,9,10,14,15,22,23,32,37,61,52,55–57,60].

On the other hand, Genetic Algorithms (GA) have been used for solving problem (1) con-
sidering an objective function that does not possess good properties as continuity, differentia-
bility, or the Lipschitz condition, among others [34,41,43,44,49]. According to Golberg [41]
the GAs are search algorithms based on the natural selection and the natural genetics. These
algorithms maintain and handle a population of solutions and carry out a strategy of survival
of the “best individual” in their search to obtain better solutions.

Therefore, problem (1) has been solved using iterative deterministic methods and also
heuristic methods. The iterative methods generally are used under certain differentiability
conditions and only guarantee the convergence to local minima. Otherwise, the heuristic
methods do not need differentiability and guarantee convergence to global minima, but
require a large number of function evaluations and a large CPU time.

The main objective of this work is to solve problem (1) combining the GAs with the BB
method. Under specific assumptions the new method guarantees the convergence to a sta-
tionary point of f from an initial point x0 ∈ R

n chosen arbitrarily. The new methodology can
be considered as a hybrid GA for optimization, but not in the traditional form. The difference
with our approach will be described below.

Traditionally a hybrid GA carries out first a certain number of generations and then an
iterative method (Newton’s method or Quasi-Newton, etc.), or another heuristic (simulated
annealing, etc.), is applied to refine the approximations. On the contrary in the proposed
method, the iterative algorithm is applied to guide the search of the GA, that is to say, every
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time that BB generates an iterate xk ∈ R
n , the GA looks inside a certain region that contains

xk for some other point that improves the value of f (xk).
Our preliminary numerical results indicate that the new methodology finds efficiently and

quite frequently the global minimum, in comparison with the method of Global Barzilai–
Borwein and the GA of the Toolbox of Genetic Algorithms of MatLab.

The paper is structured in the following way. In Sect. 2 the new method is described and
some convergence results are presented. In Sect. 3 numerical experiences are presented in the
solution of some test problems and also in the solution of molecular conformation problems.
Finally, in Sect. 4 some final comments are included.

2 Hybrid spectral gradient method

This section describes the new method for the unconstrained minimization problem, denoted
by Hybrid Spectral Gradient (HSG) method. Section 2.1 shows the implementation of the
GAs in the resolution of the unconstrained minimization problem. In Sect. 2.2 the algorithm
of HSG method is presented. Finally, in Sect. 2.3 we prove some convergence results.

2.1 Genetic algorithm for unconstrained minimization

Initially the GA chooses randomly an initial population and then carries out a local search
to generate a new population through a process that emulates the natural selection, and the
operators such as crossover and mutation. A generation in a GA is the process of obtaining
a new population starting from a current population.

Each individual of the population represents a solution of the optimization problem and
it should be coded with symbols to be used in the GA. The individuals are coded through
a binary representation. Other representations are also used, such as the real representation
introduced by Wright [59]. To the effects of applying the GAs to the problem (1), a population
P is a finite subset of R

n given by

P = {y1, y2, . . . , yN } , (4)

where N is the population size and an individual yi = (y1
i , y2

i , . . . , yn
i )T is a point of R

n ,

where the coordinates y j
i are their genes for i = 1, . . . , n.

To select an individual of a population the GA needs to know their adaptation. According
to Davis [34] the adaptation function is the union between the GA and the considered prob-
lem. In the case of problem (1) the adaptation function is the same merit function. In other
words, for an individual yi of the population P given in (4) the value f (yi ) is its adaptation.

The reproduction of new individuals considers the genetic operators that constitute, inside
a GA, the processes that simulate the genetic movements of the cellular division. The genetic
operators that are commonly used in the GAs are: crossover and mutation. For the problem
(1) we use the simple crossover. With the selection process (roulette wheel) two individuals
denoted parents are chosen. Then the crossing point is chosen, which is the coordinate where
the exchange of the segments of the parents will be carried out, and it is obtained generating
randomly an integer j in the set {1, 2, . . . , n − 1}. Then the segments are exchanged (before
and after the crossing point) of the parents. For example, if

x = (x1, x2, . . . , xn)T and y = (y1, y2, . . . , yn)T
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are the parents and j is the crossing point, then the crossing of x with y generates two children
h1 and h2 given by

h1 = (x1, . . . , x j , y j+1, . . . , yn)T and h2 = (y1, . . . , y j , x j+1, . . . , xn)T .

We use as mutation operator to the Gaussian mutation (see James [44]). A children h =
(h1, . . . , hn)T is randomly selected. Then, a vector v = (v1, . . . , vn)T is randomly generated
such that vi follows a normal distribution with mean 0 and variance 1. Lastly, the Gaussian
mutation of h, denoted by hm , is defined as hm = h + ξv, where ξ > 0. In our numerical
experiences we use ξ = 0.5.

Commonly, at each generation of a GA the current population is replaced completely. This
leads to the frequent loss of the best individual of the population at each generation, that can
affect the efficiency of the GA. To overcome such difficulty, we use the elitism technique. The
elitism conserves the best individual of the current population at each generation, and so, if
the population size is N , then the new population is obtained creating N −1 new individuals,
and then adding the individual that possesses the best adaptation in the current population.

Algorithm 1 describes the evaluation and reproduction of a population of a GA.

Algorithm 1 (Genetic Algorithm)

Start: Choose randomly an initial population P0, an integer G > 0 and k = 0.
1: Evaluate each individual of Pk ;
2: repeat
3: reproduce Pk+1 starting from Pk ;
4: evaluate each individual of Pk+1;
5: k = k + 1;
6: until k = G.

Remark 1

(i) The stopping criteria of Algorithm 1 is the maximum number of generations given by
the integer G > 0.

(ii) The evaluation of the population Pk consists of computing the adaptation of each indi-
vidual of Pk .

(iii) The reproduction process consists of applying the genetics operators such as selection,
crossover and mutation, to the population Pk , for obtaining new individuals that con-
form the population Pk+1. As described before, the population Pk+1 conserves the best
individual of Pk .

2.2 The HSG algorithm

The HSG method combines the GAs with a global version of BB that is, in turn, obtained as a
combination of the BB method with a globalization strategy developed by La Cruz et al. [46]
and La Cruz [45].

Given x0 ∈ R
n , HSG first generates a sequence

zk = xk − λk∇ f (xk), for k = 0, 1, . . . (5)

that satisfies the condition

f (zk) ≤ f (xk) + ηk − γ λ2
k‖dk‖2, for k = 0, 1, . . . (6)
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where ‖ · ‖ denotes the Euclidean norm, dk = −∇ f (xk), λk > 0, γ ∈ (0, 1) and {ηk} is a
fixed sequence of positive numbers such that

∞∑

k=0

ηk < η < ∞. (7)

Then, HSG randomly chooses a point wk ∈ R
n from a box in R

n with center in zk . For it, HSG
generates an initial population P0 of size N contained in a box in R

n with center in zk ; then the
GA given in Algorithm 1 obtains G generations. Subsequently the point wk ∈ R

n is chosen
as the best individual of the population PG . The box trust region, z = (z1, z2, . . . , zn)T ∈ P0,
is given by

|zi − zi
k | ≤ r, i = 1, 2, . . . , n, (8)

where r > 0.
If f (wk) ≤ f (zk), then HSG defines xk+1 = wk as an approximate solution of (1). On

the contrary, if f (wk) > f (zk) then HSG defines xk+1 as follows

xk+1 =
{

xk − (λk/2)∇ f (xk), if f (xk) < f (zk);
zk, if f (xk) ≥ f (zk).

The whole previous process is repeated until ‖∇ f (xk)‖ = 0 is satisfied for some k ≥ 1,
which guarantees that the iterate xk is a stationary point of f (x). Algorithm 2 below is a
formal description of the HSG method.

Algorithm 2 (Hybrid Spectral Gradient Method)

Start: Choose x0 ∈ R
n , α0 ∈ R, a positive sequence {ηk} that satisfies (7), γ ∈ (0, 1),

0 < σ1 < σ2 < 1, 0 < ε < 1, δ > 0, integers G > 0 and N > 0, r > 0 and k = 0.
1: repeat
2: if αk ≤ ε or αk ≥ 1/ε, let αk = δ;
3: let λ = 1/αk ;
4: while f (xk − λ∇ f (xk)) > f (xk) + ηk − γ λ2 ‖∇ f (xk)‖2 do
5: choose σ ∈ [σ1, σ2];
6: let λ = σλ;
7: end while
8: let λk = λ;
9: let zk = xk − λk∇ f (xk);

10: obtain G generations of Algorithm 1 with initial population P0 of size N that satisfies
(8);

11: let wk = minw∈PG [ f (w)];
12: if f (wk) < f (zk) then
13: xk+1 = wk ;
14: else
15: if f (xk) < f (zk) then
16: let λk = λk/2;
17: let xk+1 = xk − λk∇ f (xk);
18: else
19: let xk+1 = zk ;
20: end if
21: end if
22: let yk = ∇ f (xk+1) − ∇ f (xk);
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23: let αk+1 = − (∇ f (xk)
T yk

)
/
(
λk∇ f (xk)

T ∇ f (xk)
)
;

24: k = k + 1;
25: until ‖∇ f (xk)‖ = 0.

Remark 2

(i) Algorithm 2 is well defined. Indeed, by continuity of f and ηk > 0, the condition (6)
is satisfied after a finite number of reductions of λ.

(ii) The sequence {xk} generated by Algorithm 2 satisfies:

f (xk+1) ≤ f (xk) + ηk − γ λ2
k‖∇ f (xk)‖2, for all k ≥ 0. (9)

2.3 Convergence analysis

Next we present two technical results that describe some characteristics of the HSG method.
These results will allow us to demonstrate some convergence results.

The following proposition shows that the sequence {xk} generated by Algorithm 2 is
contained in a certain set.

Proposition 2.1 The sequence {xk} generated by Algorithm 2 is contained in the set

	0 = {
x ∈ R

n : f (x) ≤ f (x0) + η
}
.

Proof By (9) we can write for j ≥ 0:

f (x j+1) ≤ f (x j ) + η j

f (x j+2) ≤ f (x j+1) + η j+1 ≤ f (x j ) + η j + η j+1

f (x j+3) ≤ f (x j+2) + η j+2 ≤ f (x j ) + η j + η j+1 + η j+2

...

Following with this inductive process we obtain:

f (x j+k) ≤ f (x j ) +
j+k−1∑

i= j

ηi , for j ≥ 0, and k ≥ 1. (10)

By (7) and (10), f (xk) ≤ f (x0)+η, for k ≥ 1. In other words, the sequence {xk} is contained
in the set 	0. �	

Proposition 2.2 Assume that the set 	0 is compact and let {xk} be the sequence generated
by Algorithm 2. Then

lim
k→∞ λk‖∇ f (xk)‖ = 0. (11)

Proof By (9) we have

λ2
k‖∇ f (xk)‖2 ≤ ηk

γ
+ f (xk) − f (xk+1)

γ
, for all k ≥ 0. (12)
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Since ηk satisfies (7), adding all terms both sides of (12) it follows that

∞∑

k=0

λ2
k‖∇ f (xk)‖2 ≤ 1

γ

( ∞∑

k=0

ηk +
∞∑

k=0

( f (xk) − f (xk+1))

)

≤ 1

γ

(∣∣∣∣∣

∞∑

k=0

ηk

∣∣∣∣∣ +
∣∣∣∣∣

∞∑

k=0

( f (xk) − f (xk+1))

∣∣∣∣∣

)

≤ η + | f (x0)|
γ

< ∞. (13)

Since λk‖∇ f (xk)‖ ≥ 0, then by (13) equation (11) holds. �	
In Theorem 2.1 we prove that all limit points of the sequence {xk} generated by Algo-

rithm 2 are stationary points of f , in other words, the sequence {∇ f (xk)} converges to 0. In
this theorem it is assumed that 	0 is a compact set. Therefore, under this specific assumptions
Theorem 2.1 says that the HSG method always finds a stationary point of f .

Theorem 2.1 Assume that the set 	0 is compact and let {xk} be the sequence generated by
Algorithm 2. Then

lim
k→∞ ∇ f (xk) = 0. (14)

Proof Let x∗ be a limit point of {xk}. Without loss of generality we can assume that the
sequence {xk} converges to x∗. By Proposition 2.2 we have

lim
k→∞ λk‖∇ f (xk)‖ = 0.

This is true if

lim
k→∞ ‖∇ f (xk)‖ = 0

or if

lim inf
k→∞ λk = 0. (15)

If limk→∞ ‖∇ f (xk)‖ = 0, (14) holds. If (15) holds and ∇ f (x∗) �= 0, there exists an
infinite set of indices L such that

lim
k→∞,k∈L

λk = 0.

By the way λk was chosen in Algorithm 2, there exists an index k sufficiently large such that
for all k ≥ k, k ∈ L , there exists σk (σ1 ≤ σk ≤ σ2) for which λ = λk/σk fails to satisfy
condition (6), i.e.,

f (xk − (λk/σk)∇ f (xk)) > f (xk) + ηk − γ (λ2
k/σ

2
k )‖∇ f (xk)‖2

> f (xk) − γ (λ2
k/σ

2
k )‖∇ f (xk)‖2.

Therefore,

f (xk − (λk/σk)∇ f (xk)) − f (xk)

(λk/σk)
> −γ (λk/σk)‖∇ f (xk)‖2

> −γ (λk/σ1)‖∇ f (xk)‖2. (16)
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Since dk = −∇ f (xk), by the Mean Value Theorem there is tk ∈ [0, λk/σk] that tends to zero
when k → ∞ such that

f (xk + (λk/σk)dk) − f (xk)

(λk/σk)
= ∇ f (xk + tkdk)

T dk,

in other words,

f (xk − (λk/σk)∇ f (xk)) − f (xk)

(λk/σk)
= −∇ f (xk − tk∇ f (xk))

T ∇ f (xk). (17)

By (16) and (17) we obtain, for all k ≥ k, k ∈ L ,

− ∇ f (xk − tk∇ f (xk))
T ∇ f (xk) > −γ (λk/σ1)‖∇ f (xk)‖2. (18)

Since (xk − tk∇ f (xk)) → x∗ as k → ∞ and k ∈ L , then taking limits in (18) as k → ∞,
k ∈ L , we deduce that

−∇ f (x∗)T ∇ f (x∗) ≥ 0.

This is true if and only if ∇ f (x∗) = 0. This completes the proof. �	

3 Numerical results

We compare the numerical behavior of the implementations in MatLab of the methods GBB
and HSG, and the function ga of the Toolbox of Genetic Algorithms of MatLab, for a set
of test functions (Appendix A) and the molecular conformation problem. All the runs were
carried out on a Pentium IV computer at 3.0 GHz with machine epsilon equal 2 × 10−6.

3.1 Implementation

For the function ga of the Toolbox of Genetic Algorithms of MatLab we use the option:

opts = optimset(’TolFun’,etol,’GradObj’,’on’,’LargeScale’,’on’),

options = gaoptimset(’PopulationSize’,50,’Generations’,500,...

’PopInitRange’, [
i ; 
s ],’HybridFcn’,{@fminunc, opts}),

where 
i ≤ xi ≤ 
s , for all x = (x1, x2, . . . , xn) ∈ R
n , and choose etol = 10−3 for the test

problems and etol = 10−6 for the molecular conformation problem.
The functionga, with the selected options, is a hybrid GA that uses the functionfminunc

of the Toolbox of optimization of MatLab. The option selected withoptimset, allows to use
a large-scale algorithm and the analytic expression of the gradient in the function fminunc.
In this case, fminunc is a subspace trust region method which is based on the interior-
reflective Newton’s method described in [20,19]. Each iteration involves the approximate
solution of a large linear system using the preconditioned conjugate gradient method.

We implement the GBB method in MatLab with the parameters described in Raydan [54,
p. 30].

We implement the Algorithm 2 in MatLab with the following parameters:

• α0 = 1; ε = 10−10; γ = 10−4; σ1 = 0.1; σ2 = 0.5;
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• δ > 0 define by

δ =

⎧
⎪⎨

⎪⎩

1, if ‖∇ f (xk)‖ > 1;

‖∇ f (xk)‖, if 10−5 ≤ ‖∇ f (xk)‖ ≤ 1;

10−5, if ‖∇ f (xk)‖ < 10−5;

• ηk = θρk , where θ > 0 and {ρk} is a sequence of positive numbers such that
∑∞

k=0 ρk <∞.
The parameters θ and ρk depend on the treated problem. For the test functions we set
ρk = (0.99)k and

θ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

| f (x0)|, if | f (x0)| ≤ 1;

5, if 1 < | f (x0)| ≤ 10;

10, if 10 < | f (x0)| ≤ 50;

50, if 50 < | f (x0)| ≤ 100;

100, if 100 < | f (x0)| ≤ 1000;

104, if | f (x0)| > 1000.

For the molecular conformation problem we set ρk = (0.9)k and θ = | f (x0)|.
• For the GA given in Algorithm 1, we define the probabilities of crossing (pc) and mutation

(pm) as:

pc =
⎧
⎨

⎩
0.8, if G = 1;
(

0.8
G−1

)
j + 0.1 for j = 1, 2, . . . , G − 1, if G ≥ 2;

pm =
⎧
⎨

⎩
0.39, if G = 1;
(

0.39
1−G

)
j + 0.4 for j = 1, 2, . . . , G − 1, if G ≥ 2.

To choose σ in Algorithm 2 we use the parabolic model described in [33, p. 127].
For the GBB method we use the stopping criterion

‖∇ f (xk)‖ ≤ etol, (19)

and for Algorithm 2 we use the stopping criterion given by the conditions (19) and

| f (xk) − f (xk−1)| ≤ f tol, (20)

where 0 < etol � 1 and f tol = 10−10.

3.2 Test functions

Initially we compare the algorithms GBB and HSG using Function 11 of the Appendix A
with n = 2. For the GA given in Algorithm 1 we set the population size N = 2, the number
of generations G = 3 and r = 5 to build the box given by (8).

The Function 11 with n = 2 is defined as f (x, y) = sin2(x2 + y2) + x2 + y2, whose
global minimum is x = (0, 0)T with f (x) = 0. This function possesses multiple stationary
points.

In Table 1 the numerical results of GBB and HSG are shown for 12 initial points x0. In
this table we report the number of function evaluations (FE), CPU time in seconds (T) and
the error
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Table 1 Results of GBB and HSG for Function 11 with n = 2

x0 GBB HSG

FE T e FE T e

(0.5, 0.5)T 13 0.000 8.1e-8 65 0.016 1.1e-13
(1, 1)T 12 0.000 1.1e-7 85 0.031 1.7e-13
(10, 10)T 23 0.000 1.5e-7 185 0.047 1.3e-11
(50, 50)T 11 0.000 2.4e-8 213 0.047 6.4e-12
(100, 100)T 22 0.000 1.2e2 256 0.125 1.2e-14
(200, 200)T 26 0.016 5.9e1 142 0.063 4.1e-14
(−0.5,−0.5)T 13 0.000 8.1e-8 65 0.016 1.1e-13
(−1, −1)T 12 0.000 1.1e-7 92 0.016 1.1e-12
(−10, −10)T 23 0.000 1.5e-7 178 0.047 2.6e-12
(−50, −50)T 11 0.000 2.4e-8 149 0.031 3.0e-12
(−100, −100)T 22 0.000 1.2e2 87 0.031 5.6e-14
(−200, −200)T 26 0.000 5.9e1 114 0.031 1.1e-12

Fig. 1 Behavior of GBB and HSG for Function 11 and x0 = (100, 100)T

e = | f (x) − f (x)|, (21)

where f (x) is the value of the objective function at the global minimum x and f (x) is the
value of the objective function at the solution x found by the algorithm.

In Figs. 1 and 2 we observe the behavior of GBB and HSG for Function 11 with n = 2
and the initial iterates (100, 100)T and (200, 200)T , respectively. For these initial points, we
observe that GBB converges to a local minimum and HSG converges to the global minimum.

We also observe that HSG finds the global minimum x for each one of the initial iterates.
On the other hand, GBB finds the global minimum for almost all initial iterates, except for
the initial iterates (−100,−100)T , (−200,−200)T , (100, 100)T and (200, 200)T . We also
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Fig. 2 Behavior of GBB and HSG for Function 11 and x0 = (200, 200)T

Table 2 Results of ga and HSG for Function 11 with n = 2

Interval ga HSG

FE T e FE T e

[−0.5, 0.5] 5698 0.242 8.70e-9 56 0.018 1.42e-12
[−1, 1] 5169 0.219 4.84e-9 77 0.028 2.22e-12
[−10, 10] 5137 0.222 1.10e-8 110 0.041 4.72e-12
[−50, 50] 5318 0.232 2.94e-1 155 0.047 5.23e-12
[−100, 100] 5333 0.233 8.85e-1 174 0.050 6.67e-12
[−200, 200] 5202 0.232 8.79e0 194 0.053 9.77e-12
[−500, 500] 5370 0.238 4.39e1 214 0.058 2.86e-2

observe that GBB spends significantly less CPU time than HSG, that is due to the fact that
the number of function evaluations of GBB is significantly smaller than those of HSG.

Now we compare the algorithms HSG and ga using Function 11 with n = 2. In Table 2
the numerical results of ga and HSG are shown for 7 search intervals. In this table we report
the average number of function evaluations, the average CPU time, and the average error e

given by (21), for 100 runs for each test function.
In this numerical experiment we observe that if the search interval is large, then the error

obtained by ga increases significantly. For example, for the search interval [−0.5, 0.5] ga
obtained the error e = 8.7e-9 and for the search interval [−500, 500] the error is e = 43.9.
We also observe that the CPU time and the number of function evaluations of HSG are sig-
nificantly smaller than those of ga. Also, the error obtained by HSG is mainly the same for
all search intervals, except for the interval [−500, 500] for which the error obtained by HSG
is e = 2.62e-2. This last error can be diminished taking f tol = 10−12 in (20). In this case
HSG obtains an error e = 4.96e-14 with an average of 0.063 seconds and 223 function
evaluations.
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Table 3 Results of HSG and RSG for different values of N and G

N G HSG RSG GBB

FE T e FE T e FE T e

2 2 153 0.035 2.43e-11 177 0.005 2.08e3 55 0.007 1.16e3
2 5 333 0.090 2.73e-12 353 0.012 2.86e-1 53 0.006 7.25e1
2 10 500 0.183 3.92e-12 570 0.013 4.68e0 48 0.003 3.96e0
2 25 1491 0.968 3.41e-12 2684 0.059 7.43e-1 57 0.005 7.00e0
2 50 3160 3.554 3.04e-12 3382 0.075 6.00e-1 51 0.006 7.76e3
5 2 338 0.023 2.05e-11 499 0.016 1.86e0 58 0.005 9.94e0
5 5 779 0.053 2.07e-12 660 0.016 1.56e0 41 0.005 1.20e3
5 10 1613 0.119 1.09e-11 1916 0.044 5.47e0 52 0.002 1.50e0
5 25 5094 0.487 6.98e-11 2876 0.062 3.93e-12 51 0.003 5.88e0
5 50 7132 0.981 1.32e-11 9139 0.191 3.00e-1 56 0.005 6.67e0
10 2 587 0.039 4.01e-12 1241 0.030 3.24e0 55 0.003 3.26e1
10 5 1288 0.080 8.23e-12 1638 0.037 2.86e-1 62 0.006 3.55e1
10 10 3210 0.198 2.06e-11 7043 0.147 8.71e-1 49 0.000 7.87e3
10 25 7796 0.566 5.30e-11 6517 0.137 1.43e-1 71 0.003 6.21e1
10 50 15183 1.407 3.41e-11 15183 0.309 1.43e-1 45 0.002 6.09e1
25 2 1801 0.113 3.58e-11 1231 0.026 3.80e-12 61 0.005 2.92e2
25 5 4506 0.252 6.45e-11 3726 0.077 1.43e-1 53 0.003 1.33e2
25 10 6315 0.347 7.82e-12 10795 0.220 6.00e-1 67 0.005 4.96e0
25 25 38063 2.208 2.85e-10 14181 0.289 4.07e-12 60 0.002 1.92e1
25 50 48666 3.198 1.05e-10 25085 0.511 3.77e-12 55 0.005 2.27e3
50 2 3501 0.209 8.94e-11 3306 0.072 1.43e-1 57 0.004 1.41e2
50 5 6277 0.338 2.13e-11 6215 0.127 3.95e-12 49 0.004 2.86e1
50 10 17212 0.902 7.47e-11 11250 0.227 1.43e-1 65 0.005 1.34e0
50 25 32216 1.718 4.33e-11 28025 0.569 2.07e-12 52 0.004 8.93e3
50 50 72281 4.116 5.43e-11 53274 1.082 3.28e-12 52 0.006 4.98e0

Again we use Function 11 with n = 2 to see the efficacy of GA routine over the random
search within the box in the HSG method. We call the algorithm Random Spectral Gradient
(RSG) method which employs a simple random local search within a box trust region, instead
of GA part of Algorithm 2. This local search evaluates the objective function at some number
of randomly selected points in the box; for example, if N = 2 and G = 5, 10 points are
selected. We set [−500, 500] as the search interval.

Table 3 show the results of HSG, RSG and GBB, for 20 runs with each one of the values
of the population size and the number of generations. We report in this table the average
number of function evaluations, the average CPU time and the average error e given in
(21). In each run we consider an initial iterate x0 = (x1

0 , x2
0 )T randomly generated such that

x1
0 , x2

0 ∈ [−500, 500].
We noticed that the population size and the number of generations affect the performance

of HSG. When the population size and the number of generations are large, the number of
function evaluations and the CPU time considerably increase. We also observe that solution
quality of HSG is practically the same for all cases. On the other hand, these numerical results
show that RSG and HSG possess similar CPU time and number of function evaluations, but
the solution quality of HSG is significantly better. This fact allows to justify the use of GA
as a local search scheme. We also observe that GBB not finds the global minimum in all the
runs.

Subsequently we compare the behavior of GBB, HSG, ga and RSG for all test functions.
In Tables 4 and 5 we report the average number of function evaluations, the average CPU
time and the average error e given in (21), for 20 runs for each test function, where the global
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Table 4 Results of GBB and HSG for the test functions

Function (n) GBB HSG

FE T e fbest FE T e fbest

1(2) 463 0.019 8.3e-7 4.0e-1 820 0.204 3.6e-7 4.0e-1
2(2) 881 0.059 2.4e-4 −1.0e0 9332 2.141 3.4e-8 −1.0e0
3(2) 6380 0.170 5.3e1 3.0e0 11814 1.681 2.8e-11 3.0e0
4(2) 57 0.002 7.1e-1 4.7e-10 429 0.114 4.0e-1 9.0e-13
5(2) 116 0.003 7.2e-1 6.1e-8 423 0.120 1.2e-1 4.7e-8
6(2) 3733 0.158 8.8e-6 −1.9e2 5156 0.832 8.8e-6 −1.9e2
7(6) 968 0.096 4.2e-2 −3.3e0 3538 0.999 5.3e-1 −3.3e0
8(6) 11 0.000 3.0e-7 8.5e-8 137 0.058 3.9e-11 4.9e-12
9(5) 936 0.041 2.1e-7 1.0e-8 3260 0.652 1.3e-10 7.7e-17
9(10) 3730 0.163 2.0e-7 3.0e-11 10874 2.083 2.8e-9 6.7e-12
9(50) 328126 23.622 8.5e-4 3.2e-4 173746 29.286 3.4e-8 1.2e-16
10(5) 337 0.018 3.1e-7 7.8e-8 2071 0.459 3.0e-10 1.6e-10
10(10) 2177 0.177 3.3e-7 1.6e-7 14230 3.424 2.7e-10 2.2e-10
10(25) 3058 0.313 5.e-1 5.0e-1 350120 95.178 5.0e-1 5.0e-1
11(10) 72 0.009 5.6e0 2.7e-8 673 0.180 4.3e-1 8.6e-16
11(50) 128 0.012 2.8e1 7.0e-8 700 0.198 7.3e0 1.8e-14
11(100) 167 0.017 3.6e1 1.2e1 729 0.206 1.1e2 1.7e-12
12(100) 24 0.002 1.5e-7 1.0e2 186 0.062 4.1e-12 1.0e2
12(500) 25 0.004 1.5e-7 5.0e2 192 0.095 2.4e-12 5.0e2
12(1000) 24 0.003 1.4e-7 1.0e3 191 0.106 9.3e-13 1.0e3

Table 5 Results of ga and RSG for the test functions

Function (n) ga RSG

FE T e fbest FE T e fbest

1(2) 5488 0.183 3.8e-7 4.0e-1 913 0.023 3.6e-7 4.0e-1
2(2) 4584 0.155 2.6e-5 −1.0e0 131013 3.646 3.0e-6 −1.0e0
3(2) 5766 0.193 4.1e0 3.0e0 15363 0.330 5.0e1 3.0e0
4(2) 5260 0.177 1.1e-9 0.0e0 366 0.010 7.6e-1 2.6e-11
5(2) 4968 0.176 1.3e-7 4.7e-8 396 0.012 4.8e-1 4.7e-8
6(2) 5210 0.233 8.7e-6 −1.9e2 4567 0.158 3.2e0 −1.9e2
7(6) 10345 0.659 6.6e-2 −3.3e0 3202 0.172 2.0e-1 −3.3e0
8(6) 9245 0.413 2.1e-9 0.0e0 131 0.003 3.8e-11 5.2e-12
9(5) 12591 0.696 8.4e-5 2.3e-8 2895 0.102 7.9e-10 6.4e-17
9(10) 11332 0.645 1.9e-6 7.1e-10 7273 0.255 2.5e-9 7.6e-12
9(50) 6319 0.602 5.4e-7 2.5e-8 197996 9.655 5.0e-8 1.3e-15
10(5) 9259 0.431 7.0e-5 9.0e-6 1164 0.041 2.8e-10 2.1e-10
10(10) 12219 0.598 2.3e-1 2.3e-8 14421 0.489 2.5e-10 1.9e-10
10(25) 28386 1.366 6.3e-1 5.0e-1 350128 21.925 5.0e-1 5.0e-1
11(10) 14146 0.634 1.4e1 2.3e-10 276 0.014 3.3e1 3.1e-15
11(50) 34878 2.824 7.9e2 2.9e0 420 0.028 1.9e1 7.1e-14
11(100) 48149 6.594 7.1e3 6.0e0 528 0.061 7.2e0 3.9e-15
12(100) 47514 3.156 2.5e-4 1.0e2 203 0.009 1.0e-11 1.0e2
12(500) 13672 51.913 1.9e-4 5.0e2 203 0.036 4.1e-12 5.0e2
12(1000) 5897 436.094 6.0e-5 1.0e3 191 0.069 9.3e-13 1.0e3

minimum x of each test function is shown in Appendix A. We also report in these tables
the function number and dimension (Function(n)), and the smallest value in the objective
function (fbest) reached by the algorithm in the 20 runs. In each run we consider an initial
iterate x0 = (x1

0 , x2
0 , . . . , xn

0 )T randomly generated such that x j
0 ∈ [
i , 
s], where the interval

[
i , 
s] is defined in Appendix A for each test function.
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The numerical results of Tables 4 and 5 show that in general the error obtained by HSG is
significantly smaller than the errors of GBB and ga. We also observe that the CPU time and
the number of function evaluations of GBB are significantly smaller than those of HSG and
ga. When comparing HSG and gawe observe that the CPU time and the number of function
evaluations obtained by ga are bigger than those obtained by HSG. Also, for almost all the
problems, HSG obtained the smallest value in the objective function. When ga obtained a
better result, the difference among the best value in the objective function obtained by HSG
and the value obtained by ga is not significant.

3.3 Molecular conformation problem

Of agreement to Meza and Martinez [48]:

An important area of investigation in computational biochemical is the study of mol-
ecules for specific applications. Examples of such applications are: the development
of enzymes for the elimination of toxic garbages, the development of new catalysts
for the production of materials, and the study of new anti-cancerigenic agents. The
development of these substances depends on the exact determination of the structure
of the biological molecules. This problem is known as the molecular conformation
problem that consists of finding the configuration of a molecule whose free energy is
the lowest.
Under the assumption that the native structure of a molecule corresponds to a conforma-
tion for which the energy is at or near the global minimum, the molecular conformation
problem can be formulated as a problem of optimization. [48, pp. 627–628]

Next we describe the used model. In the same way in Meza and Martinez [48] we consider
a two-dimensional polymer that consists of K atoms connected by rigid sticks. A potential
E describing the energy of this system can be given by

E =
M∑

j=1

K∑

i= j+1

(
‖ai − a j‖2 − d2

i j

)2
, (22)

where ai = (xi , yi )T ∈ R
2 is the atom i with coordinates (xi , yi ), di j is the known distance

of the atom i to the atom j , and 1 ≤ M ≤ K − 1. The integer M measures the number of
distances among known atoms, i.e., the distance of the first M atoms to all the other atoms.

Since ‖ai − a j‖2 = (xi − x j )2 + (yi − y j )2, the problem of finding the minimum of
E can be outlined as an unconstrained minimization problem of a function f : R

2K → R

defined as

f (x) =
M∑

j=1

K∑

i= j+1

(
(xi − x j )2 + (yi − y j )2 − d2

i j

)2
, (23)

where

x = (x1, x2, . . . , x K , y1, y2, . . . , yK )T ∈ R
2K .

It is easy to verify that (x1, x2, . . . , x K , y1, y2, . . . , yK )T ∈ R
2K solves the problem if

and only if f (x1, x2, . . . , x K , y1, y2, . . . , yK ) = 0. Therefore, the structure of a molecule
can be determined finding the global minimum of f given by (23). The objective is to find
the position of each atom in the molecule satisfying all constraints imposed by the known
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Molecule of 38 atoms Molecule of 60 atoms Molecule of 114 atoms

Fig. 3 Optimal conformation of the molecules of 38, 60 and 114 atoms

Table 6 Results of ga, GBB and HSG for the problems M38, M60 and M114

ga GBB HSG

M38 M60 M114 M38 M60 M114 M38 M60 M114

FE 25019 25021 25023 100034 100048 76968 6278 7213 7625
T 28.18 56.92 81.20 105.63 169.80 392.47 13.60 22.02 54.59
e 8.1e-10 1.3e-9 6.5e-10 4.9e-15 3.5e-12 2.3e-18 1.3e-15 5.4e-16 1.2e-16
fbest 2.2e-11 1.3e-11 9.6e-12 4.3e-15 1.5e-13 4.0e-19 1.3e-15 5.0e-16 1.2e-16

distance (i.e., that ‖ai − a j‖ = √
(xi − x j )2 + (yi − y j )2 = di j for i = 1, 2, . . . , M ,

j = 1, 2, . . . , K ). For some reference, see [42].
We consider three problems: M38, M60 and M114 that consist of molecules of 38, 60

and 114 atoms, respectively, and whose optimal conformation is shown in Fig. 3. For each
run we randomly generate an initial iterate x0 such that x j

0 ∈ [−15, 15]. For the numerical
experiments we take M = 0.6K �. For the GA given in Algorithm 1 we set the population
size N = 2, the number of generations G = 3 and r = 5 to build the box given by (8).

In Table 6 we report the average number of function evaluations of f given in (23), the
average CPU time, the average error e = | f (x)| and the value of f at the best solution of
the algorithm, for each problem test, in 10 runs.

We observe that the CPU time and the number of function evaluations of HSG are signifi-
cantly smaller than those of GBB and ga. Practically, the errors are all the same regardless of
employed algorithms. Also, for all problems, GBB and HSG obtained the smallest value in
the objective function. The difference among the best value in the objective function obtained
by HSG and the value obtained by GBB is not significant.

4 Final remarks

We present a new method for unconstrained minimization denoted by Hybrid Spectral Gra-
dient (HSG) Method. The HSG method can be considered as a hybrid GA that combines
the method of Barzilai–Borwein with a GA. By its simplicity, the method is very easy to
implement, it requires a minimum of storage, and for that reason, it is very attractive for the
resolution of large-scale minimization problems (the code in MatLab written by the authors
is available upon request).

We compare the numerical behavior of the methods HSG, GBB and the function ga of
the Toolbox of Genetic Algorithms of MatLab, with a set of test functions and the molecular
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conformation problem. Our preliminary results indicate that the new methodology finds the
global optimum more frequently than GBB and ga. For the test functions, the HSG method
obtained, on average, the best solution quality. On the other hand, we also observed that
all algorithms required a larger number of FEs and CPU times for the molecular conforma-
tion problem, but HSG obtained the best performance. The good behavior of HSG can be a
consequence of the combination of the methods GBB and GA.

In the numerical comparison of GBB with HSG using Function 11 of the Appendix A,
we noticed that HSG finds the global minimum for each initial iterate, and GBB converges
to a stationary point of the objective function when the initial iterate is not close enough to
the global minimum. This is because HSG combines the BB method with a GA to perform
a local search about the current point whenever the BB method generates a new iterate. The
incorporation of the GA can allow HSG to avoid the local minima and to converge to the
global minimum.

Now, when we compare ga with HSG using Function 11, we obtained that HSG finds the
global minimum for each search interval, and ga does not find the global minimum if the
search interval is large. Since ga is a global search algorithm, the size of the search space
affects their performance. On the other hand, since HSG requires only an initial iterate, the
size of the search space does not affect its performance. What affects their performance is
the location of the initial iterate with regard to the global optimum.

We numerically verify that the population size and the number of generations of GA can
affect the performance of HSG. When the population size and the number of generations are
large, the number of function evaluations and the CPU time increase, but the solution quality
can be practically the same.

Lastly, an investigation topic that arises as a consequence of the present work, is the devel-
opment of a derivative-free version of HSG, in other words, to design a new approach of HSG
that does not use the gradient of f as search direction. The models without differentiability
are in general very difficult to solve, although they are of great relevance in science and
engineering.
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A List of test functions

A.1 Branin RCOS function

• Definition: f (x1, x2) = (x2 − 5.1
4π2 x2

1 + 5
π

x1 − 6)2 + 10(1 − 1
8π

) cos(x1) + 10.
• Range of initial points [
i , 
s]: xi ∈ [−5, 15], i = 1, 2.
• Number of local minima: no local minima.
• Global minima: x = (−π, 12.275), (π, 2.275), (9.42478, 2.475); f (x) = 0.397887.

A.2 Easom function

• Definition: f (x1, x2) = − cos(x1) cos(x2) exp(−(x1 − π)2 − (x2 − π)2).
• Range of initial points [
i , 
s]: xi ∈ [−10, 10], i = 1, 2.
• Number of local minima: several local minima.
• Global minima: x = (π, π); f (x) = −1.
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A.3 Goldstein and Price function

• Definition: f (x1, x2) = (1 + (x1 + x2 + 1)2(19 − 14x1 + 3x2
1 − 14x2 + 6x1x2 + 3x2

2 ))

(30 + (2x1 − 3x2)
2(18 − 32x1 + 12x2

1 + 48x2 − 36x1x2 + 27x2
2 )).

• Range of initial points [
i , 
s]: xi ∈ [−2, 2], i = 1, 2.
• Number of local minima: 4 local minima.
• Global minima: x = (0,−1); f (x) = 3.

A.4 Rastrigin function

• Definition: f (x1, x2) = x2
1 + 2x2

2 − 0.3 cos(3πx1) − 0.4 cos(4πx2) + 0.7.
• Range of initial points [
i , 
s]: xi ∈ [−1, 1], i = 1, 2.
• Number of local minima: many local minima.
• Global minima: x = (0, 0); f (x) = 0.

A.5 Hump function

• Definition: f (x1, x2) = 1.0316285 + 4x2
1 − 2.1x4

1 + 1
3 x6

1 + x1x2 − 4x2
2 + 4x4

2 .
• Range of initial points [
i , 
s]: xi ∈ [−5, 5], i = 1, 2.
• Number of local minima: no local minima.
• Global minima: x = (0.0898,−0.7126), (−0.0898, 0.7126); f (x) = 0.

A.6 Shubert function

• Definition: f (x1, x2) =
(∑5

j=1 j cos(( j + 1)x1 + j)
) (∑5

j=1 j cos(( j + 1)x2 + j)
)

.

• Range of initial points [
i , 
s]: xi ∈ [−10, 10], i = 1, 2.
• Number of local minima: 760 local minima.
• Global minima: 18 global minima and f (x) = −186.7309.

A.7 Hartmann function (H6,4)

• Definition: f (x) = −∑4
i=1 ci exp

[
−∑6

j=1 ai j (x j − pi j )
2
]
.

i ai j ci

1 10.0 3.0 17.0 3.50 1.70 8.0 1.0
2 0.05 10.0 17.0 0.10 8.0 14.0 1.2
3 3.0 3.5 1.7 10.0 17.0 8.0 3.0
4 17.0 8.0 0.05 10.0 0.1 14.0 3.2

i pi j

1 0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
2 0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
3 0.2348 0.1451 0.3522 0.2883 0.3047 0.6650
4 0.4047 0.8828 0.8732 0.5743 0.1091 0.0381

• Range of initial points [
i , 
s]: xi ∈ [0, 1], i = 1, . . . , 6.
• Number of local minima: 6 local minima.
• Global minima: x = (0.201690, 0.150011, 0.476874, 0.275332, 0.311652, 0.657300)

and f (x) = −3.32237.
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A.8 Griewank function

• Definition: f (x) = ∑6
j=1

x2
j

4000 − ∏6
j=1 cos(x j/

√
j) + 1.

• Range of initial points [
i , 
s]: xi ∈ [−1, 1], i = 1, . . . , 6.
• Number of local minima: many local minima.
• Global minima: x = 0 and f (x) = 0.

A.9 Zakharov function

• Definition: f (x) = ∑n
j=1 x2

j +
(∑n

j=1 0.5 j x j

)2 +
(∑n

j=1 0.5 j x j

)4
.

• Range of initial points [
i , 
s]: xi ∈ [−5, 10], i = 1, . . . , n.
• Number of local minima: no local minima.
• Global minima: x = 0 and f (x) = 0.

A.10 Dixon function

• Definition: f (x) = (1 − x1)
2 + (1 − x10)

2 + ∑9
j=1(x2

i − xi+1)
2.

• Range of initial points [
i , 
s]: xi ∈ [−5, 10], i = 1, . . . , n.
• Number of local minima: no local minima.
• Global minima: x = (1, 1, . . . , 1) and f (x) = 0.

A.11 Function 11

• Definition: f (x) = ∑m
j=1

[
sin2(x2

2 j−1 + x2
2 j ) + (x2

2 j−1 + x2
2 j )

]
, where m = n/2 and

n > 0 is an even integer.
• Range of initial points [
i , 
s]: xi ∈ [−50, 50], i = 1, . . . , n.
• Number of local minima: several local minima.
• Global minima: x = 0 and f (x) = 0.

A.12 Strictly Convex function

• Definition: f (x) = ∑n
j=1

[
exp(x j ) − x j

]
.

• Range of initial points [
i , 
s]: xi ∈ [−3, 3], i = 1, . . . , n.
• Number of local minima: no local minima.
• Global minima: x = 0 and f (x) = n.
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